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Abstract- In peer to peer (P2P) systems agent based load balancing 
is one of the most important problem. P2P systems are 
characterized by decentralization, scalability and dynamicity, such 
that they can been seen as instances of complex adaptive systems 
(CAS). In this paper we present ant-based load balancing 
algorithm, which effectively balances loads of peers distributed 
among P2P systems with the help of autonomous agents called 
Ants. Ants search a pair of overloaded and underloaded nodes 
through wandering on network and transfer tasks from different 
overloaded nodes to different underloaded nodes simultaneously. It 
is assumed that time break that ants spend on searching a pair of 
overloaded, underloaded node and transfer of virtual servers 
between them is negligible. The algorithm developed increases 
response time of submitted jobs and decreases communication 
overhead by load transfer in terms of virtual servers between 
overloaded and underloaded nodes simultaneously. 
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I.     INTRODUCTION 

A P2P system in which every participating node acts both as 
a client and as a sever (servent) and share a part of their own 
hardware resources such as processing power, storage capacity 
or network bandwidth. These resources accessible by other peers 
directly without passing intermediate entities. The participants 
of such a network are thus resource providers as well as resource 
requestors. Peer to Peer systems have a no of advantages over 
client server system such as scalability, fault tolerance, 
dynamicity, and performance. Scientists/ Researchers conducted 
a large amount of research in   some challenging areas such as 
security, Reliability, Flexibility, Load balancing, Searching etc. 
A p2p system  will have a number of peers (nodes) working 
independently with each other. Some of them are connected by 
link while some are not. Each node has an initial load, in terms 
of virtual server, and has a different processing capacity. To 
minimize the time needed to perform all tasks, load has to be 
uniformly distributed over all resources according to their 
capacity [3]. A load balancing algorithm attempts to improve the 

response time of user’s submitted jobs by ensuring maximum 
utilization of available resources. Generally load balancing 
algorithms can be classified into static and dynamic 
categories. In static load balancing algorithm a job is assigned 
to a fixed resource when it is generated to the system, it is 
easier to implement and placement of task on a resource is 
static so that estimation of computation cost can be made in 
advance but movement of task is not allowed in the system so 
that system remained in an imbalanced state. In dynamic load 
balancing algorithm jobs allocated/ reallocated to resources at 
run time so that imbalanced state of system can be resolved by 
redistributing jobs in real time. A load balancing algorithm 
attempts to balance the load by transferring the virtual servers 
from heavily loaded nodes to lightly loaded nodes in an 
attempt to ensure better system throughput in terms of 
response time. A load balancing algorithm is designed by 
taking into consideration the following issues: Load 
estimation policy, process transfer policy, state information 
exchange policy, location policy, priority assignment policy 
and migration limiting policy [4, 5, 14]. Complex Adaptive 
Systems (CAS) can be a new programming paradigm for P2P 
applications. In the CAS framework, a system consists of a 
large number of relatively simple autonomous computing 
units, or agents. From a P2P perspective, CAS offers several 
attractive properties, including total lack of centralized control 
[13, 18, 21]. In this paper we present a load balancing 
algorithm, which effectively balances the loads distributed 
among interconnected nests with the help of autonomous 
agents called Ants. Autonomous agents (Ants) search a pair of 
overloaded and underloaded nodes through wandering on network 
and transfer tasks from different overloaded nodes to different 
underloaded nodes simultaneously. It is assumed that time break that 
ants spend on searching overloaded, underloaded node and transfer 
of virtual servers between them is negligible. 

The rest of the paper is organized as follows. Section 2 
discusses other work that relates to the development of load 
balancing algorithm. Section 3 introduces some basic 
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definitions related to paper. Section 4 presents a propound 
method for agent based dynamic load balancing algorithm for 
heterogeneous P2P systems. Finally, Section 5 concludes the 
paper and indicates directions for future work. 

 
II. RELATED WORK 

 
Most structured P2P system [1], [11], [19] provide a DHT 

abstraction for data storage and retrieval. Under this assumption 
the number of objects per node varies within a factor of O (log 
N), where N is the no of nodes in the system. [19] improves this 
factor by considering a subset of existing nodes instead of a 
single node when deciding what portion of the ID space to 
allocate to a new node. [11] was firstly use the concept of virtual 
server for load balancing by allocating log N virtual servers per 
node. They assume that node capacities and loads are 
homogeneous and object Ids are uniformly distributed. [7] 
accounts for node heterogeneity by allocating to each node some 
number of virtual servers proportional to node capacity. [6] for 
load balancing dynamically balance load among peers without 
using multiple virtual servers by reassigning light nodes to be 
neighbor of heavy nodes. However they do not fully handle the 
case of heterogeneous node capacities and while they prove 
bounds on maximum node utilization and load movement, it is 
unclear whether their techniques would be efficient in practice. 
[1] proposed three load balancing scheme one to one. One to 
many and many to many based on virtual server. [15] combines 
elements of many to many scheme (for periodic load balancing 
results in this emergency load balancing of one particularly 
overloaded node) simulation results in this have shown that this 
approach can achieve a good load balance in dynamic 
environment. However it reduces load balancing problem to a 
centralized problem, which may cause a single point of failure 
problem and make the directory nodes more vulnerable. On the 
other hand, virtual serves may be transferred between two nodes 
with large link latency because it does not account for proximity 
relationships of nodes when transferring virtual servers. [22] 
achieves load balance by constructing a k-ary tree on top of 
structured overlay. Load balancing information is aggregated 
and disseminated along the k-ary tree. The nodes of the k-ary 
tree are responsible for scheduling the reassignment of virtual 
servers. [12] have proposed the use of the “ power of two 
choices” paradigm to achieve better load balance. Each object is 
hashed to d>=2 different Ids, and is placed in the least loaded 
node w of the nodes responsible for those Ids. The other nodes 
are given a redirection pointer to W so that searching is not 
slowed significantly. [23] did not use the concept of virtual 
server, proposed an fully distributed mechanism to maintain the 
history of file access information, used to predict the future file 
access frequencies and support the load distribution and 
redistribution operations. They designs a novel load balancing 
algorithm which takes the file access history and peer 
heterogeneity properties into account to determine the load 

distribution. [17] presented two new location policies that by 
adapting to system load, capture the advantages of sender 
initiated, receiver initiated and symmetrically initiated 
algorithms. [10] constructed simulation for perfect balancing 
algorithm in which each node had immediate and free access 
to the states of all other nodes in the system. The reason why 
this perfect load balancing failed is that even if a node is able 
to locate least loaded node in the system there is no guarantee 
that other nodes in the system are not acting on the same 
information and sending their jobs to the least loaded node. In 
[20] an important part of a distributed system design is the 
choice of a load sharing algorithm. A performance metric 
called the Q-factor (quality of load sharing) is defined which 
summarizes both overall efficiency and fairness of an 
algorithm and allows algorithms to be ranked by performance. 
[8] given a possibly suboptimal assignment of jobs to 
processors relocate a set of the jobs so as to decrease the 
makespan. The goal is to achieve best possible makespan 
under the constraint that no more than k jobs are relocated. 

This paper [13] presented a load balancing framework which 
effectively balances the workloads of the jobs distributed 
among interconnected nests with the help of information 
carrying autonomous agents called Ants. The ants helps to 
effectively balance the loads as it wanders via the 
interconnection network to find a pair of under loaded and 
over loaded nests (collection of nodes)[9]. In [ 16] the given 
work presents the “Module migration algorithm” that performs 
load balancing by sort the node them in decreasing order of their 
load imbalance (i.e. the deviation of a node’s load from its 
reference load (w-ref)). This gives a better pairing and a more 
optimized solution and by pairing nodes which is having 
maximum and minimum values of load imbalance. Module 
migration initiate within the pair of the nodes only. 
 

III. DEFINITIONS 
 

A. Autonomous Agents (Ants) – Ants are generated by nests, 
autonomously moving across nest network until it fulfill its 
tasks or with TTL terminated. Ants communicate with each 
other by modifying their environment (modifying information 
stored in nests). 
B. Nest - Each nest is a peer entity capable of performing 
computations and hosting resources, has a unique identifier. 
Any machine connected to the internet and running anthill can 
act as a nest. In response to a user request one or more ants are 
generated by nest and assigned them a particular task. 
C. Virtual Server - A virtual server looks like a single peer in 
underlying DHT, responsible for a contiguous region of 
DHT’s identifier space. A physical node can host multiple 
virtual servers by accompany multiple noncontiguous region 
of DHT’s identifier space. When a node become overloaded, it 
can transfer one or more virtual servers to a light one. Basic 
unit of load movement is virtual server. Movement of virtual 
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servers can be vision as a leave operation followed by a join op, 
both operations which are supported by all DHT’s.                           
D. Categorization of node – After collecting load information 
for each node, each node is categorized as either heavy or light 
or normal loaded node.  

For each nest i of P2P system  do 
 { 
 If  ( Li < T nesti  ) 
  Type i   =   underloaded 
      Else 
 { 
        If ( Li  >  Tnesti  ) 
  Typei  = overloaded 
  Else 
     Typei  =   
normalloaded 
 } 

} 
where  Tnesti = (L'/C') Cnesti 

               n 
L' = ∑i=1 (Li/n) 
         n 
C'= ∑i=1 (Ci/n) 
 

IV. ALGORITHM 
The load balancer performs load balancing of nodes based on 

the amount of load present in it. The nodes can be classified in 
to three categories e.g. overloaded, normalloaded and 
underloaded. The load of a nest is based on the number of jobs 
currently in the job queue of that nest. The control flow of the 
algorithm is shown in Fig 1. 
 
. 
 
. 
   
 
 
 
 
 
 
 
 
 
  
     
 
 
 

Ants find a pair of overloaded and underloaded nest through 
wandering on network. Each pair has one overloaded and one 
underloaded node, former one is called source and later one is 
called destination. The ant based load balancing algorithm is 
described below- 
Procedure loadbalancer  () 
{ 

Sort nodes according to their loads in ascending order such 
that most underloaded and most overloaded nest is on top and 
bottom of list 
For each pair of (nd,ns) do 
{ 
removed_vs=choose_best_vs_to_remove(ns) 
Transfer removed_vs from ns to nd 
} 
} 
Procedure choose_best_vs_to_remove  (nest ns) 

{ 
removed_vs = nil 
For each vs of nest ns do 
{  

If (( ns’s load – vs’s load) < Tns) 
 {   

If ((removed_vs = nil)|| (vs’s load < removed_vs’s 
load)) 

   removed_vs  = vs 
} 
if(removed_vs = nil) 

Set removed_vs as the virtual server which has the 
heaviest load 

} 
return removed_vs 

} 
 

V. FUTURE WORK AND CONCLUSION 
In future we implement agent based load balancing 

algorithm using java and compare it with other algorithms in 
terms of response time and communication overhead. Ants 
search a pair of overloaded and underloaded nodes through 
wandering on network and transfer tasks from different overloaded 
nodes to different underloaded nodes simultaneously. It is assumed 
that time break that ants spend on searching a pair of overloaded, 
underloaded node and transfer of virtual servers between them is 
negligible. The algorithm developed decreases response time of 
submitted jobs and also decreases communication overhead by load 
transfer in terms of virtual servers between overloaded and 
underloaded nodes simultaneously. 
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