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Abstract—Wireless industrial sensor networks are necessary for
industrial applications, so that wireless sensor nodes sense around
themselves and detect anomaly events in the harsh industrial en-
vironments. Due to the harshness, anomaly events such as adver-
sarial intrusions may result in harmful and disastrous situations
for industrial applications but it is difficult to detect them over
wireless medium. Intrusion detection is an essential requirement
for security, but as far as we know, there have not been such studies
for wireless industrial sensor networks in the literature. The pre-
vious intrusion detection methods proposed for wireless sensor net-
works consider networks rather in general senses and restrict ca-
pabilities to specific attacks only. In this paper, we first study in-
trusion detection for wireless industrial sensor networks, through
various experiments and design of a hierarchical framework. We
classify and select better methodologies against various intrusions.
Subsequently, we find novel results on the previous methodologies.
We also propose a new hierarchical framework for intrusion de-
tection as well as data processing. Throughout the experiments on
the proposed framework, we stress the significance of one-hop clus-
tering, which was neglected in the previous studies. Finally, we con-
struct required logical protocols in the hierarchical framework;
hierarchical intrusion detection and prevention protocols.

Index Terms—Clustering, industrial applications, intrusion de-
tection, intrusion prevention, wireless industrial sensor network.

I. INTRODUCTION

A. Background

I N VARIOUS industrial environments, sensors and their net-
works are deployed for sophisticated sensing and control

purposes. In the harsh environments, however, we usually expe-
rience a great number of hazards that can range from strong me-
chanical vibrations, high temperatures, fragile surfaces, noisy
electrical affects, and even explosive gases. Though wired in-
dustrial communications, such as Fieldbus systems and wired
HART have been installed successfully in the field of Factory
Automation and Process Automation [33], it is still difficult and
expensive to install wiring due to the harshness and complexity
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of those environments. Thus, there are strong needs for wire-
less communication technologies to be applied for sensing and
alerting those environments [9], [35].

WISNs, which stands for Wireless Industrial Sensor Net-
works, have emerged as perfect technological solutions to
those needs [3], [14], [18], [19], [22], [27], [29]. The WISN is
one of the most sensitive types of Wireless Sensor Networks
(WSNs). WISNs are distributed wireless networks of tiny
sensor nodes which may sense around themselves and report
their results, such as emergency alerts, in a timely and reliable
manner through wireless multihop connections in the industrial
environments.

B. Motivation

There are several difficulties in managing those wireless net-
works including WSNs effectively and detecting various types
of adversarial intrusions over wireless medium in the harsh en-
vironments. First of all, the use of wireless communications
medium may allow various attacks such as eavesdropping, il-
legal modification, and fabrication more easily than the wired
medium [9], [14]. It is not easy to detect various types of adver-
sarial intrusions over wireless medium without monitoring all
communication traffics as well as sensor nodes, which is quite
impractical. Even worse, those adversarial intrusions may re-
sult in harmful and disastrous events specifically for industrial
environments. If the critical status of proprietary mechanics is
eavesdropped and monitored by competitors through WISNs,
there can be enormous losses in the economical senses. If there
is no timely and reliable alert from WISNs saying if an alert is
stolen or modified, the leakage of toxic chemicals, radiations,
flammable liquids, and gases could pollute the environment and
endanger the public [22]. Therefore, the vulnerability of WISNs
to various kinds of attacks should be of great concern.

WISNs should be robust and self-repairing against ad-
versarial intrusions thus guaranteeing fail-safe operations of
industrial applications including their equipments. For this
purpose, cryptographic methods for WSNs, such as encryption,
authentication and key management, can be employed. How-
ever, most methods have focused on prevention techniques as
the first line of defense. There is a non-negligible probability
that an active attacker will succeed in launching some attacks
that of which have no known prevention methods or have not
been experienced before. As a result, WISNs cannot depend
on just prevention techniques alone. It is necessary to use an
intrusion detection mechanism as the second line of defense
in case prevention fails. Due to the extreme sensitiveness of
industrial environments including target devices, it is required
to detect possible intrusions very effectively, meaning fast
and accurate. Since malicious events through various types
of adversarial intrusions may compromise WISNs, as well
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as other coexistent systems and networks, and result in more
severe disasters around industrial environments, it is inevitable
that WISNs require intrusion detection mechanisms than usual
WSN configurations.

To the best of our knowledge, Intrusion Detection Systems
(IDSs) have been studied sporadically in the literature of WSNs
by aiming at different attacks and features respectively, e.g.,
[2], [15], [21], [23], [26], [28], and [30], but not for WISNs.
Of course, most techniques including intrusion detection
mechanisms for WSNs can be applied to WISNs [14]; how-
ever, the previous IDSs studied for WSNs considered specific
kinds of attacks for their detection capabilities or designed
general frameworks only. Thus, they are not very suitable for
WISNs in generic perspectives. It is required to compare those
methods with respect to detection capabilities and to provide
more specific framework for accommodating them in WISNs,
of which many industrial applications including equipment
monitoring, environment monitoring, and industrial automation
may be susceptible to different kinds of attacks. We need more
tight construction of IDSs over the WISN than in the previous
studies.

C. Contribution

In this paper, we first study intrusion detection for WISNs
in the way of achieving the goals described above. First of all,
we analyze and compare previous IDSs of WSNs empirically
through various experiments using real sensor nodes. Based on
the result of experiments, we classify and select better method-
ologies against various attacks that must be harmful to industrial
environments. For example, we conduct experiments on three
kinds of detection techniques against a selective forwarding at-
tack; one using the so-called “interval rule” [28], another using
the predefined specification of this attack [15], and lastly by
checking packet dropping [31]. Through these experiments, we
conclude that the last one has the highest detection rate, so that
it can be used as the best detection technique against the se-
lective forwarding attack. Subsequently with these experiments,
we disclose several unknown features of the previous detection
techniques. For instance, on the previous techniques targeting a
packet jamming attack, we find out that this attack can actually
drop packets as an Radio Frequency (RF) jamming attack [37]
does rather than flooding an enormous number of packets onto
nodes nearby. It implies that a detection technique against this
attack has to detect an abrupt decrease of receiving rate as well
as an increase of it sensitively, while the previous techniques
only consider the receiving rate’s increase beyond of the average
packet arrival rate or predetermined threshold.

Second, we propose a new hierarchical framework for intru-
sion detection as well as data processing in WISNs. In gen-
eral, sensor nodes can detect intrusions using the broadcast na-
ture of transmission within one-hop. It is unfeasible for sensor
nodes to monitor malicious neighbors outside one-hop perfectly,
even if they have help from intermediates. Thus, one-hop clus-
tering is necessary for efficient intrusion detection in WISNs.
Throughout the experiments on the proposed framework, we de-
rive a result on the significance of one-hop clustering, which
must be necessary for wireless industrial networks while the
existing hierarchical IDSs rely on the conventional clustering

methods [1], [12], [13], [32], [38] without guaranteeing one-hop
clustering. On the other hand, multihop clustering is also neces-
sary for effective data processing in WISNs. Thus, appropriate
care must be taken to forming node clusters in WISNs, in the
way of considering both intrusion detection and data aggrega-
tion. For this purpose, we construct a hierarchical framework
based on two-level clustering; multihop clusters for data aggre-
gation (the first clustering) and one-hop clusters for intrusion de-
tection (the second clustering). Through our hierarchical frame-
work, we allow WISNs to perform in-network processing, so
that industrial applications can obtain more accurate results re-
garding of sensing and intrusion monitoring and save energy in
WISNs. Finally, we construct required logical protocols in the
proposed hierarchical framework; a hierarchical intrusion de-
tection protocol and intrusion prevention protocol.

Our framework including intrusion detection and prevention
protocols satisfies flexibility and reliable transmission as re-
quirements for WISNs. For flexibility, WISNs can configure
itself based on two-level clustering and repair itself using IDS
modules of sensor nodes. The hierarchical intrusion detection
protocol allows employing the classified intrusion detection
techniques to differentiate selecting according to the indus-
trial applications on the basis of various experiments. This
protocol also allows to add new detection techniques easily to
an IDS module for the future without modifying the protocol.
For reliable transmission, our intrusion prevention protocol
utilizes different key establishment with regard to the cases of
deployment of WISNs and establishes different types of keys
according to the role of a sensor node. The prevention protocol
also enables to encrypt a message selectively or to append a
message authentication code to its related critical proprietary
information of industrial applications. Our protocols also satisfy
real-time communications, a typical requirement for the indus-
trial applications. Symmetric cryptography operations and the
detection techniques, which can be used for our prevention and
detection protocols respectively, may have negligible influence
on the real-time performance of industrial applications. Espe-
cially, for showing the influence of the detection techniques,
we additionally perform an experiment to evaluate the amount
of time required for their executions. Note that if any intrusion
is detected, the management of discovered intrusion must have
the highest priority. The influence on the performance resulting
from this task is less important.

D. Organization

The rest of this paper is organized as follows. Section II de-
scribes preliminaries. Section III introduces a new hierarchical
framework based on two-level clustering, with intrusion detec-
tion and prevention protocols. Section IV shows the results of
experiments on the existing IDSs, as well as the necessity of
one-hop clustering for intrusion detection. Finally, Section V
presents the conclusion of this work.

II. PRELIMINARIES

In this section, we briefly describe the related work on indus-
trial applications, the previous intrusion prevention and detec-
tion methods. We also point out problems of the existing hier-
archical IDSs with respect to WISNs.
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A. Related Work

1) Industrial Applications: WISNs are necessary for many
industrial applications, which include industrial monitoring and
industrial automation and management. In industrial monitoring
applications, WISNs can be used to monitor the maintenance of
equipments and machineries remotely. Predictive maintenance
[19] is the general term that allows the user to detect machine
failures and to reduce repair cost. Intel’s EcoSense project group
is employing a preventive maintenance application in which a
WISN is used for monitoring the health of semiconductor fab-
rication equipment [22]. WISNs can be also useful for envi-
ronmental monitoring such as climate reporting, leakage de-
tection and so on. Especially, sensor nodes play an important
role to monitor leakage of chemicals and radiation since leakage
of toxic chemicals, radiation, flammable and explosive liquids
and gases can have a hazardous influence upon the environ-
ments nearby. For preventing this kind of danger, many oil and
gas companies are considering to deploy WISNs widely [22].
WISNs are essential to industrial automation and management.
In this general class, sensor nodes link control systems with
the physical processes. In inventory management systems [22],
WISNs improve the visibility of materials and enable the user
to manage and control real-time inventory data. For example,
BP uses a WISN to monitor its industrial customers’ LPG tank
remotely [22].

As mentioned previously, in WISNs, it is necessary to con-
sider typical requirements, such as timely, reliable communica-
tion. Lost or delayed data may cause the above industrial appli-
cations to malfunction. The vulnerabilities of WISNs to various
kinds of attacks should be also great concern. In our view, tech-
nical details of such attacks can be generalized with regard to
WSNs, for example, eavesdropping, impersonation, and infil-
tration over wireless channels, as well as physical node capture.
However, their consequences must be more tragic in the WISN
than in the usual WSNs in the both economical and environ-
mental aspects. An adversarial principal may capture a certain
sensor node, and then extract a common secret key to eaves-
drop valuable data being sensed and exchanged over the indus-
trial environment, e.g., industrial espionage. The adversary can
transmit bogus commands to neighboring sensor nodes or fab-
ricated data to base stations over wireless channels. This attack
causes the corresponding industrial devices to malfunction, e.g.,
overheat themselves. Thus, WISNs should be robust and self-re-
pairing against adversarial intrusions, and guarantee fail-safe
operation of their applications and equipments.

2) Intrusion Prevention Mechanisms: In WISNs, sensor
nodes are susceptible to various security attacks due to the
broadcast nature of the transmission medium, the limited
resources and their dangerous or unapproachable deployment.
First of all, to protect sensor nodes against such attacks, TinySec
and ZigBee security protocols are used as basic security mech-
anisms. TinySec [17] provided by TinyOS [44] is a lightweight
link layer security mechanism, which supports symmetric key
encryption using cipher block chaining (CBC) and authentica-
tion using a message authentication code (MAC). Sensor nodes
such as Tmote sky [42] or Crossbow motes [41] can use IEEE
802.15.4/ZigBee [45] as the wireless technology [5]. The IEEE

802.15.4/ZigBee is designed for a low-cost, standard-based
and flexible wireless network technology, which offers low
power consumption, reliability, interoperability and security
for control and monitoring applications. ZigBee supports Ad-
vanced Encryption Standard (AES) encryption with a 128 bits
key and data integrity using a MAC. However, basic security
mechanisms have several vulnerabilities. TinySec is susceptible
to physical attacks [20]. In ZigBee residential mode, all sensor
nodes share one secret key and the whole network can be
compromised if an attacker achieves it. In ZigBee commercial
mode, the network is susceptible to single point of failure
because one Trust Center manages every key of the network.

Second, numerous cryptographic mechanisms such as key
management, secure routing, and so on, have been proposed
to ensure the security of network services and applications in
WSNs. They can be also used to protect WISNs. Especially,
key management is a core mechanism for ensuring data con-
fidentiality, data and node authentication, data integrity, etc.
While recent studies have shown that public key cryptography
such as RSA and Elliptic Curve Cryptography (ECC) is fea-
sible in WSNs, it is still expensive for the most applications
in WSNs and WISNs [34]. Thus, most studies [10], [6], [8],
[39] have focused on symmetric key cryptography in WSNs.
Key management protocols can be divided into probabilistic
and deterministic key protocols according to the probability of
key sharing. Most of them use probabilistic approaches that
select randomly several keys from a large key pool and load
them to each node. These approaches have disadvantages that
some nodes have no shared keys with their neighbors at all and
they cannot establish secure link with them. On the contrary,
in deterministic key protocols, all nodes can establish keys
with neighbors using few preloaded keys. With respect to the
deployment of WISNs in industrial environments, it is often
impossible to preload keys due to possible obstructions and de-
ployment errors. In this case, sensor nodes should dynamically
establish keys with their neighbors after deployment using key
establishment protocols for WSNs. Thus, deterministic key
protocols are more suitable for WISNs due to the harshness
of industrial environments and their efficiency regarding of
storage and computing costs. In Localized Encryption and
Authentication Protocol (LEAP) [39] based on the determin-
istic approach, a node can establish pairwise keys with any
immediate neighbors using an initial key preloaded before
deployment. Therefore, the single initial key is only necessary
for pairwise key establishment in LEAP, compared to a number
of preinstalled keys in probabilistic key protocols.

As we mentioned above, various security and cryptographic
mechanisms of WSNs can be used for securing WISNs against
various attacks. However, most of them have focused on pre-
vention techniques as the first line of defense. Of course, they
can protect WISNs from various types of passive and outside
attacks, but there is a non-negligible probability that an attacker
will success to launch active and inside attacks. Even worse,
there can be remained some attacks that have no known pre-
vention methods and have not been experienced before. For ex-
ample, an active attacker can launch a physical attack that has
physical access to a sensor node and extracts sensitive informa-
tion such as cryptographic keys. Subsequently, (s)he can alter
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or replicate the compromised node and reinject it or its clones
into the network for further attacks. In this case, prevention tech-
niques such as encryption and authentication with cryptographic
keys are useless. As a result, WISNs cannot depend on preven-
tion techniques alone, and thus it is necessary to accommodate
intrusion detection mechanisms as the second line of defense
when prevention fails.

3) Intrusion Detection Systems: IDS architectures are di-
vided into three basic categories with regard to the detection
technique: misuse detection, anomaly detection [34], and speci-
fication-based IDS, introduced by Brutch and Ko [4]. IDS archi-
tectures for WSNs can further be classified into three categories
like ad-hoc networks’ IDS architectures [4] according to net-
work structures: a standalone IDS [21], [28], [2], distributed/co-
operative IDS [23], [15], [26] and hierarchical IDS [31], [25],
[30], [26]. In the standalone IDSs, each node has equipped with
an IDS agent, runs it independently without exchanging any in-
formation with other nodes and it is responsible for detecting
intrusions by itself. The distributed/cooperative IDSs are sim-
ilar to the standalone IDSs except that each node cooperates
with its neighbors. In the hierarchical IDSs, the extended version
of the distributed/cooperative IDSs, all nodes have equipped
with an IDS agent and they detect intrusions locally. The hi-
erarchical IDSs have the hierarchy that consists of cluster heads
and member nodes. In other words, the network is divided into
several clusters that have cluster heads. Each cluster head is re-
sponsible for monitoring its own member nodes’ packets and
alerting the network to intrusions.

To the best of our knowledge, there is no intrusion detection
systems specific for WISNs in the literature. Due to the extreme
sensitiveness of environments (including such target devices),
it is required significantly to detect possible intrusions very ef-
fectively, meaning fast and accurate, in the WISN. However,
the previous IDSs devised for WSNs are not very suitable for
such cases and have several problems to be applied to WISNs
as matters stand. First, most of them only considered the specific
attacks and the corresponding detection techniques, or general
architectures. Second, despite that one-hop clustering is an es-
sential requirement for detecting possible intrusions directly in
WISNs, the previous IDSs rely on the conventional clustering
methods which does not guarantee one-hop clustering. Thus, in-
dustrial applications need more tight construction of IDSs that
can monitor directly and handle various attacks against WISNs.

B. Problems of Previous Approaches

We investigate two problems of the previous approaches, es-
pecially the hierarchical IDSs. First, they only considered spe-
cific attacks and the corresponding detection techniques, or gen-
eral architectures (Problem I). Second, the existing hierarchical
IDSs rely on the conventional clustering methods without guar-
anteeing one-hop clustering which is essential for efficient in-
trusion detection in WISNs (Problem II).

1) Problem I: Industrial applications are susceptible to the
different type of attacks. Most of the existing IDSs, however,
restricted their capabilities to specific attacks only. [23] con-
sidered intrusion detection methods for two types of attacks;
node impersonation and resource depletion, and [2] considered

Fig. 1. Problems of previous hierarchical IDSs. (A solid circle indicates
a two-hop cluster and dashed circles indicate communication ranges.)
(a) Two-hop cluster. (b) Example for problems.

the detection technique against the forged packet attack. On the
other hand, several IDSs proposed general architectures only.
[26] proposed only general guidelines of an IDS architecture.
Various detection techniques should be considered for many
kinds of industrial applications. It is also required to compare
those methods with respect to detection capabilities and to pro-
vide more specific architecture for accommodating them.

2) Problem II: Intrusion detection in most of the existing
IDSs is operated within one-hop using the broadcast nature of
transmission (i.e., the watchdog approach [15]). A sensor node
can detect misbehavior of nodes only within one-hop. However,
the well-known clustering algorithms (i.e., [13]), the previous
hierarchical IDSs employ, do not guarantee one-hop clustering.
Namely, it is difficult for a cluster head to monitor member
nodes directly outside of its communication range. In Fig. 1(a),
suppose that A is a cluster head that monitors its member nodes,
while B and C are its member nodes in the two-hop cluster.
In case that C misbehaves, the cluster head A cannot detect it
without intermediate node B’s help because C is out of A’s com-
munication range. For example, in Fig. 1(b), suppose that B and
C are intermediates for transmitting a packet to the base station
and C is a malicious node which tries to drop the packet. A is
able to check whether B relays the packet, while it is impossible
for A to monitor and check directly whether C relays the packet.

Naturally, a cluster head can use indirect monitoring in
the way of solving the problems described above. In indirect
monitoring, the node can monitor misbehavior nodes outside
of one-hop by the help of neighbors located within one-hop.
However, communication overhead will incur and the relia-
bility of intermediates, such as the sleep rate and error rate, has
influence on the intrusion detection rate.

To illustrate the effects of reliability of intermediates on in-
trusion detection, we give an example using the sleep rate and
error rate. We consider a cluster in the clustered network. Sup-
pose that there is one malicious node and its cluster head is re-
sponsible for detecting the malicious node. Also, suppose that
all nodes including a cluster head can always monitor the ma-
licious node’s traffic within own communication range due to
direct monitoring. The cluster head detects the malicious node
within its communication range by itself or outside of one-hop
by help of a member node who is located at one-hop from the
malicious node. To help the cluster head, member nodes mon-
itor all traffic within their own communication range, and then
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Fig. 2. Average detection probabilities according to hop counts, considering
sleeping rate and error rate.

transmit the results of monitoring to the cluster head. We as-
sume that all nodes except the cluster head and malicious node
have the same sleep probability that a node is in the sleep state
with and the same error probability that packet loss
on the sending nodes occurs with . We consider the
detection probability , with , that a cluster head
detects a malicious node located at hop from the cluster head
in a -hop cluster.

We first consider a one-hop cluster. Suppose that a malicious
node [i.e., the node B in Fig. 1(b)] is located within the cluster. In
this case, a cluster head [i.e., the node A in Fig. 1(b)] can always
detect it regardless of the cluster head’s and . Thus, is 1.
Second, we consider a two-hop cluster. Suppose that a malicious
node can be located at one-hop or two-hop from a cluster head.
In the former case, is the same as . On the other hand, in
the latter case, for detecting it, the cluster head depends on the
help of an intermediate [i.e., the node B in Fig. 1(b)] located at
one-hop from the malicious node and cluster head [i.e., the node
C and A in Fig. 1(b), respectively]. Thus, the intermediate’s
and have an effect on and is .

Let be the average detection probability that a cluster head
detects a malicious node as an intruder at anywhere within the
cluster of -hop clusters. In the case of the two-hop cluster,
is , such that . Considering
a three-hop cluster and a malicious node located at one-hop,
two-hop, or three-hop from the cluster head, and are
the same as and , respectively. In the last case, may
be influenced by and of both two intermediates at one-hop
and at two-hop, so that is . In the -hop
clusters, if there is a malicious node at -hop where ,
we have . Especially, is 1 since the
cluster head can always detect the malicious node within its own
communication range; if , the computed value of the above
formula matches 1. Thus, the average detection probability
of the -hop cluster is as follows:

(1)

Fig. 2 describes the average detection probability de-
creases according to the increase of hop counts. In other words,
indirect monitoring has a bad effect upon intrusion detection.
In conclusion, direct monitoring within one-hop clusters should
be always possible and one-hop clustering must be necessary

for efficient intrusion detection in industrial applications. In
Section IV-C, we show the significance of one-hop clustering
through experimenting on the above example with real motes.

III. INTRUSION DETECTION AND PREVENTION BASED ON

TWO-LEVEL CLUSTERING

In this section, we construct a hierarchical framework on
the basis of two-level clustering. We construct required logical
protocols in the proposed hierarchical framework; an intrusion
detection protocol and intrusion prevention protocol. WISNs
are often deployed in the harsh industrial environments. Since
it is impractical for an administrator to intervene timely when
malicious events occur through various types of adversarial
intrusions, WISNs should be robust and self-repairing. For sat-
isfying these requirements, every sensor node in our detection
protocol estimates intrusions by itself using its IDS module and
handles them according to its role (i.e., a gateway and cluster
head). Furthermore, the typical requirements for WISNs, such
as real-time, reliable communication, should be considered
[14]. The detection protocol with the hierarchical framework
enables WISNs to serve a timely and reliable warning on
their industrial applications and systems. In the hierarchical
intrusion prevention protocol, it is feasible to transmit sensing
and detecting results in a timely and reliable manner through
in-network processing and prevention mechanisms such as
encryption and message authentication codes, respectively. Be-
sides, both detection techniques and symmetric cryptography
algorithms adopted for intrusion detection and prevention spend
less time executing them. Thus, our protocols may satisfy the
typical requirements.

A. Our Resolution: Two-Level Clustering

As we mentioned, it is positively necessary for efficient in-
trusion detection in industrial environments to form one-hop
clusters. On the other hand, one-hop clusters are not practical in
terms of data gathering and energy efficiency. Thus, care must
be taken to form node clusters in WISNs, regarding both intru-
sion detection and data gathering. For this purpose, we construct
the hierarchical framework based on two-level clustering which
consists of the first clustering (multihop clustering) for efficient
data gathering and the second clustering (single-hop clustering)
for effective intrusion detection.

Fig. 3(a) presents an example of clusters formed by two-level
clustering, and Fig. 3(b) shows the hierarchies as a result of two-
level clustering and logical relationship between hierarchies; the
base station (BS), gateways (GWs), cluster heads (CHs), and
member nodes (MNs). To distinguish cluster heads of the first
clustering from cluster heads of the second clustering, we will
refer to a cluster head of the first clustering as GW and that of
the second clustering as CH.

In the industrial environments, we can consider at least three
cases of deployment with regard to a WISN. First, when the
WISN is deployed in new industrial environments with careful
deployment plan and construction, sensor nodes might be
positioned at fixed and well-planned locations. Second, when
the WISN is deployed in the existing industrial environments
with additional deployment plans, sensor nodes might be
located flexibly due to possible obstructions and deployment
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Fig. 3. A hierarchical framework based on two-level clustering. (a) Two-level clusters. (b) Hierarchies based on two-level clustering. (c) Two-level clustering
based on ZigBee. (The cluster tree topology of ZigBee is adopted.) (d) Two-level clustering based on the heterogeneity of motes.

errors. Third, when the WISN is deployed in the existing harsh
industrial environments, sensor nodes might be scattered in
quite random manners and located dynamically with possible
deployment errors. Since two-level clustering is a logical con-
cept of hierarchy, we do not aim to propose a new two-level
clustering algorithm. Two-level clustering is not limited to the
specific methods, but the existing standard technologies (i.e.,
IEEE 802.15.4/ZigBee) and cluster algorithms [1], [7], [12],
[13], [32], [38] can be utilized according to applications of
WISNs.

Let us discuss more on these three cases with respect to the
possible integration methods. In the first and the second cases
with careful deployment plans, industrial applications can adopt
the IEEE 802.15.4/ZigBee standard [45] or the heterogeneity
of motes for two-level clustering. IEEE 802.15.4 distinguishes
two types of nodes: Full Function Devices (FFD) and Reduced
Function Devices (RFDs). FFD can play three kinds of roles:
as a PAN coordinator, as a coordinator or as a device, while
RFD can only play the role of device. Sensor nodes are suitable
for both FFD and RFD operation. ZigBee also supports several
network topologies: star, mesh and cluster tree. It is possible
for industrial applications to deploy the homogeneous WISN
according to the mesh and cluster tree topologies using ZigBee
sensor nodes equipped with the IEEE 802.15.4 compliant
RF transceiver. Fig. 3(c) shows an example of a cluster tree
topology of ZigBee for two-level clustering. In the WISN,
BS is usually resource-rich device such as a PDA, laptop and
desktop computer equipped with a sensor mote and connects
to the Internet or intranet. Thus, BS can communicate with the

server and controller devices via wire or wireless technologies.
In industrial environments, a hierarchical architecture often
utilizes heterogeneity of motes [19]. Although we consider ho-
mogeneous WISN, our framework can adopt heterogeneity for
two-level clustering. Fig. 3(d) shows an example of two-level
clustering based on heterogeneity using gateway motes that
can communicate via a robust medium, such as the MIB family
and Stargate NetBridge [41]. These motes connected to sensor
motes can be used as a bridge to link the WISN and other
wireless networks, as well as wired networks in industrial
environments.

In the second and the third cases considering deployment
errors, more sophisticated clustering algorithms is necessary
for achieving two-level clustering. In these cases, as mentioned
above, the existing cluster algorithms can be utilized according
to applications of WISNs, since clusters are formed dynami-
cally after deployment in those algorithms. For example, Chen
et al. proposed an Evenly Distributed Clustering (EDC) algo-
rithm to form -hop clustering [7]. In EDC, each node is at
most -hops away from a cluster head and can be deter-
mined according to the requirements of applications. It also
can minimize the number of -hop clusters and evenly dis-
tribute clusters across the sensing field. In our two-level clus-
tering, can be 1 for one-hop clustering, while can be more
than 2 for multihop clustering simultaneously. Although the
EDC algorithm is not specialized algorithm for mobile nodes,
several clustering algorithms [13] proposed for mobile sensor
networks may be employed for industrial applications using
mobile sensors.
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B. Intrusion Detection Based on Two-Level Clustering

Due to the inherent properties of WISNs, such as the deploy-
ment in inaccessible and harsh environments and the broadcast
and wireless nature of transmission, there are several difficul-
ties in managing WISNs effectively and detecting various types
of adversarial intrusions over wireless medium. First, WISNs
can be easily exposed to various attacks such as eavesdropping,
illegal modification, and fabrication due to the use of wireless
medium. In addition, it is not easy to detect various types of ad-
versarial intrusions over wireless medium without monitoring
all communication traffics as well as sensor nodes, which is
quite impractical. Especially, it is more difficult to detect in-
side attacks in which attackers redistribute the compromised
nodes to the network for further attacks using the capability of
stealing the key materials contained within them after capturing
and compromising some sensor nodes physically. Those adver-
sarial intrusions may result in more severe disasters around in-
dustrial environments. Thus, it is inevitable that WISNs must re-
quire intrusion detection mechanisms which detect such attacks
and intrusions, and alert the network for considering counter-
measures. For this purpose, we propose an intrusion detection
protocol based on the above mentioned two-level clustering.

1) Basic Detection Techniques: Like as the existing IDSs in
WSNs, we utilize the watchdog technique. The detailed detec-
tion techniques against the well-known attacks will be presented
on the basis of experiments in Section IV-B. Industrial applica-
tions can apply the detection techniques from the results of ex-
periments selectively to the module of intrusion detection rules
according to their different requirements and the capability of
sensor nodes. Our intrusion detection protocol can also be easy
to add detection techniques of new kinds of attacks for the fu-
ture without the modification of the proposed protocol.

2) Hierarchical Intrusion Detection Protocol: Fig. 4 shows
sensor nodes’ modules and the flow chart for processing intru-
sions according to a role: a gateway (GW), cluster head (CH)
or member node (MN). All nodes have two basic modules:
Event Sensing and Data Aggregation. A MN simply delivers
the sensed data to its higher level (a CH). Each GW and CH
aggregate and process the data delivered from the lower levels
(CHs or MNs, respectively) and then transmit it to a higher
level (the BS or GW, respectively). Each node also has a IDS
module. IDS module has two submodules: Intrusion Detection
Rules that decides an intrusion through applying detection rules
and threshold to the neighbor’s traffic and Intruder Handling
that reactively handles the intruder. As mentioned above, each
industrial application can employ different detection tech-
niques to the module of intrusion detection rules according
to its security requirements. Once a condition of rules in the
module of intrusion detection rules is satisfied, a sensor node
concludes that a malicious intrusion occurs around it and
reactively handles the intrusion depending on the module of
intruder handling. The details are described in the following
subsections.

Intrusion detection within each level and between levels oper-
ates by eavesdropping traffic within one-hop, and by evaluating
the transmitted control and sensing messages. As we mentioned,
two-level clustering generates four levels: base station (BS),

Fig. 4. Basic modules according to the roles of sensor nodes and the flow chart
of intrusion detection in the hierarchical framework.

gateway (GW), cluster head (CH) and member node (MN). Al-
though each level detects intrusions with the similar detection
rules, each level performs a different handling method. If a MN
detects an intruder among its neighbors including a GW and
CH, it does not handle it by itself and only reports it to a higher
level. A CH monitors a MN and GW within its communica-
tion range (one-hop) directly while the CH indirectly monitors
a GW located at the outside of its communication range through
evaluating messages that the GW transmits. If the CH detects a
malicious MN as an intruder, it deals with the intruder (i.e., the
CH removes the intruder from its cluster). On the other hand,
if it detects a malicious GW as an intruder, the CH reports it to
BS, the root level. A GW monitors own member CHs. When the
GW detects a malicious CH as an intruder, it removes the CH
from its cluster and reports it to the BS. When a CH or GW is
reported as an intruder, the BS instructs the network to re-per-
form the second clustering or the first clustering, respectively.

a) Monitoring member nodes.
Each MN senses environmental events and transmits them
to its CH. The MN also plays a role as an intermediate
node which relays a packet. In the second clustering, A
CH is able to detect a malicious MN since all MNs are lo-
cated within CH’s communication range (one-hop). Once
the CH detects the malicious MN, it increases its ab-
normal counter. If the abnormal counter for the malicious
MN is above the predetermined threshold, then this node
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is considered as an intruder and it is removed by the CH
from the network. When a malicious MN plays a role an
intermediate node, its CH may not detect its misbehavior.
Thus, it is desirable for each MN to monitor intermediate
nodes among its neighbors even though they belong to
other clusters. If the MN detects their misbehavior, the
MN reports it to its CH. If the CH receives a report that its
MN is an intruder, it deals with the corresponding MN. On
the other hand, if the CH receives a report that other clus-
ters’ MN is an intruder, it informs to the corresponding
CH.

b) Monitoring cluster heads.
After the second clustering, it is natural that each MN
monitors own CH since they can mutually overhear their
network traffic. For monitoring a CH, its MNs are divided
into groups according to a sleep/wake schedule. MNs of
each group then collaborate with each other to monitor its
CH. Once a MN detects the misbehavior of the CH, it in-
creases the abnormal counter of the CH and updates this
counter by sharing it with its neighbors belong to the same
cluster. If the abnormal counter of the CH is greater than
the predetermined threshold, the MN reports to GW or
other CH over the paths where the malicious CH does not
include. In addition, GWs have the advantage to detect the
misbehavior of their CHs since every CH sends the gath-
ered data to its GW. Once the GW detects the misbehavior
of a CH or receives the reports from its MNs, it restrains
the malicious CH and reports it to the BS. The BS then
instructs to re-perform the second clustering.

c) Monitoring gateways.
Each GW plays important roles that it processes the gath-
ered data from its CHs and sends finally the processed
data to the BS. Thus, it is important to detect a malicious
GW. Both all nodes including CHs within a GW’s com-
munication range (one-hop) and CHs which are not lo-
cated within its communication range, but are its member
CHs, should monitor the GW and detect its misbehavior.
When a MN detects a malicious GW, it reports it to its
CH. On the other hand, a CH reports to the BS when it re-
ceives the report it from MNs or detects the malicious GW
by itself. When the BS ultimately determines the GW is
an intruder, it removes the intruder from the network and
instructs to re-perform the first clustering.

C. Intrusion Prevention Based on Two-Level Clustering

In industrial environments, critical information, such as pro-
prietary algorithms and data, should be kept secret from com-
petitors or customers [9]. Moreover, there can be remained sev-
eral attacks of which detection techniques are not known, such
as an eavesdropping, bogus routing information attack and sink
hole attack. In general, cryptographic mechanisms such as key
management and authentication protocols can be used to prevent
various intrusions prior to intrusion detection. We introduce an
intrusion prevention protocol in which mutual authentication is
adopted for nodes at the different levels using a key establish-
ment protocol in WSNs.

1) Key Establishment: Message encryption and authen-
tication based on key management protocols are needed to

secure WISNs against malicious access. As we mentioned in
Section III-A, we can consider at least three cases of deploy-
ment with regard to WISNs. In the first case, without the need
to consider any key management protocols, we can load keys
for each node before its deployment with careful deployment
plan and construction. On the other hand, we can utilize deter-
ministic key protocols for WSNs due to possible obstructions
and deployment errors in the last two cases.

We especially utilize Localized Encryption and Authentica-
tion Protocol (LEAP) [39] which is suitable for the last two
cases since a node can dynamically establish pairwise keys
with any immediate neighbors using an initial key regardless
of possible deployment errors and it supports easy addition
of new node. Furthermore, it gains advantages over proba-
bilistic schemes in memory, communication and computational
overheads, as well as global connectivity which is always 1.
We establish individual keys
shared with BS and pairwise keys
shared with neighbors including a CH within own commu-
nication range (within one-hop), using LEAP. In this paper,
the shared keys between a CH and GW, located at
more than two-hop away from each other, are established by
a path key establishment phase [10]. Each cluster key
shared between a CH and its all MNs are used only in the
second clustering. The cluster key is generated by the CH and
forwarded one-to-one from the CH to its MNs in the secure
manner (i.e., by encrypting it with a pairwise key).

2) Authentication Protocol for Intrusion Prevention: In
WISNs, messages can be divided largely into two types: con-
trol messages transmitted from the BS to the lower levels and
sensing messages transmitted from MNs to the higher levels and
to the BS in the end. Each CH processes the sensed data from
its MNs and sends it to its GW. Similarly, each GW gathers
and processes data received from its member CHs, and sends
it to the BS. Sensing messages in the second clustering are
transmitted within one-hop (within the CH’s communication
range). In this case, it is easy for each CH to detect an adversary
that inserts false data into a packet or alters data of a packet
in the second clustering. However, the adversary can insert
fault data or alter data in the multihop communication (i.e.,
communication between a CH and a GW or between a GW and
the BS). In this case, it is difficult for CHs to determine whether
the packet is transmitted from the adversary or one of MNs,
legitimate nodes. Therefore, it is necessary to authenticate both
data and nodes.

In this paper, all sensing messages are appended with Mes-
sage Authentication Code (MAC) to provide data and node au-
thentication. Furthermore, partial sensing messages are able to
encrypt according to industrial applications and the importance
of their data that should be kept in secret in order to prevent
eavesdropping and to provide confidentiality. Control messages
can be transmitted to a specific node, to a specific cluster or to
the whole network. In the first two cases, the BS, GW, and CH
can be authenticated using multihop authentication (i.e., gen-
eration and verification MAC with keys between nodes of the
different hop). Like as the case of sensing messages, some con-
trol messages can also encrypt according to the applications and
importance of data (i.e., rekeying for backward and forward se-
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Fig. 5. A hierarchical intrusion prevention protocol. (a) Control message au-
thentication. (b) Sensing message authentication.

crecy). In the latest case, it is possible for all nodes to authen-
ticate the BS utilizing -TESLA [24]. Since encryption of all
data may be expensive in terms of computation, we consider
only authentication and partial encryption of sensing messages.
Fig. 5(a) and (b) show examples of authentication and partial
encryption of a control message and sensing message, respec-
tively. In Fig. 5, a control message or sensing message is
authenticated in a hop-by-hop fashion through with pair-
wise keys. The sensing message transmitted from the GW to BS
is encrypted with the corresponding individual key. In Fig. 5, we
use the following notations.

• : a concatenation of and strings;
• : a shared key between nodes and ;
• : encryption of a message with a key ;
• : a message authentication code of a message

with a key
Our intrusion prevention protocol does not impose restrictions
on symmetric cryptography algorithms for encryption/de-
cryption and computing/verifying MACs. Since a timely data
transmission is a critical issue in industrial environments,
computational overheads of those algorithms must not corrupt
the other tasks of applications regarding real time performance.
The various results of analyzing computational overhead of
those algorithms have been presented in the literature [17],
[40], [11]. They show that symmetric algorithms are feasible
for WISNs in which impose real-time constraints. For example,
TinySec uses CBC (cipher block chaining) for encryption and
CBC-MAC for message integrity. In [17], time to execute
RC5 and Skipjack, 64 bit block cipher, on the MICA2 sensor
nodes are 0.90 ms and 0.38 ms, respectively. The CC2420
provides IEEE 802.15.4 medium access control hardware
security operations [40]. This includes AES-CTR (counter
mode) encryption/decryption, AES-CBC-MAC authentication,
AES-CCM authentication and encryption, and the stand-alone
AES encryption. Table I describes security timing examples

TABLE I
SECURITY TIMING EXAMPLES OF CC2420 [40]

TABLE II
POSSIBILITIES OF INTRUSION PREVENTION AND DETECTION

BASED ON THE PROPOSED PROTOCOLS

of CC2420. It shows that time used by the security module of
CC2420 for IEEE 802.15.4 medium access control encryption
and authentication (AES-CCM) is at most 222 s. Further-
more, P. Ganesan et al. [11] evaluated the feasibility of popular
symmetric cryptography algorithms for a range of embedded
architectures used by practical sensor motes, such as Ate-
mega103, Atemega128, StrongARM, XScale. For this purpose,
they presented computational overheads of those algorithms
(RC4, IDEA, MD5, SHA-1, RC5), regarding time to execute
the operations, the related clock cycles and so on. In conclusion,
most of symmetric cryptography operations are reasonable for
WISNs of real-time industrial applications. According to their
security and performance requirements, industrial applications
can employ them for our intrusion prevention protocol.

Our intrusion prevention protocol enables to protect the net-
work prior to intrusions and our intrusion detection protocol en-
ables to secure the network against intrusions that cannot be de-
fended by the prevention protocol. Table II shows whether intru-
sions can be prevented, detected or not when the proposed au-
thentication protocol and intrusion detection protocol are used
in the same time. For example, it is unnecessary to detect a bogus
routing information attack and hello flooding attack (• in D in
Table II) because they can be prevented through the intrusion
prevention protocol. In general, an eavesdropping attack can
be prevented through encryption. However, the intrusion detec-
tion protocol adopts eavesdropping in order to monitor traffic of
neighbors ( in D) and only the sensing message between the
BS and GW is encrypted in our framework ( in P).

IV. EXPERIMENTAL RESULTS

In this section, we conduct experiments on the previous IDSs
devised for WSNs [28], [2], [23], [15], [31], [26], we call these
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Fig. 6. The packet format for TinyOS 2.0.

experiments Detection technique test. Through those experi-
ments with real motes (i.e., MICAz and Telos [41]), we com-
pare detection techniques proposed in the previous IDSs and
select better techniques against various kinds of attacks that are
harmful to WISNs. Based on the experiments, we yield novel re-
sults on the previous techniques related to specific attacks. We
also test the performance of two detection techniques to show
the feasibility of them in real-time WISNs. We conduct another
experiment on a detection technique with real motes to show
that one-hop clustering is necessary for intrusion detection and
we call these experiments one-hop versus multihop test.

A. Environment of Experiments

The environment for experiments is as follows. In detection
technique test, we use 12 MICAz motes and 4 Telos rev.B motes
[41] used as sensor nodes in practice. In one-hop versus mul-
tihop test, we use 16 MICAz motes for member nodes, and two
Telos rev. B motes for a cluster head and malicious head. We use
three portable PCs connected with Telos rev. B; one for the BS
and the other for saving the result of detection. Their operating
system is Microsoft Windows XP and we use JAVA program-
ming language to save the results.

MICAz and Telos rev.B are ZigBee-ready wireless Smart-
Dust sensors. Both Telos and MICAz platforms use the CC2420
radio stack, a true single-chip 2.4 GHz IEEE 802.15.4 compliant
RF transceiver, and TinyOS [44] which is a event-driven OS
for WSNs. CC2420 adopts the IEEE 802.15.4 standard, while
it does not adopt the network/application layers defined by the
ZigBee’s network/application layers. Although a ZigBee pro-
tocol could be written in TinyOS, we use the simple flooding
supported by TinyOS for routing instead of routing protocols
defined by ZigBee. All attacks and detection techniques are im-
plemented by NesC [43] in TinyOS. NesC is a compiler for a
new language designed to support TinyOS. The format of all
the packets for experiments follows the frame format for IEEE
802.15.4 packets in TinyOS 2.0 in Fig. 6. The first six bytes
from “Length” to “Destpan” in Fig. 6 are reserved for handling
ZigBee messages. Since CC2420 does not follow the ZigBee
network/application layers, we put all data (source address, des-
tination address, message type and experimental data) needed
for our experiments in the 29-byte “Data” section (see Fig. 6).

B. Detection Technique Test

In order to compare original efficiency of detection tech-
niques, we consider the same network configuration with a
flat structure, instead of a hierarchical structure. In the flat

structures, each node typically plays the same role as a moni-
toring node. We also consider general environments for various
industrial applications, instead of considering specific factory
environments. As we mentioned, WISNs are vulnerable to
various types of attacks that are also configurable against
WSNs. In our view, technical details of such attacks can be
generalized with regard to WSNs, for example, node capture,
eavesdropping, impersonation, and infiltration over wireless
channels. Thus, we need to consider various types of attacks
on WSNs and the corresponding detection techniques. We
conduct experiments on the representative attacks in WSNs
and the corresponding detection techniques from the previous
IDSs studied for WSNs. The goal of these experiments is to
choose the best intrusion detection technique for WISNs from
the existing IDSs of WSNs.

In general, industrial applications may require both reliable
and real-time communications. For reliable communications,
the proposed intrusion detection and prevention protocols can
be used. However, they must not corrupt real-time performance
of industrial applications. In Section III-C2, we already men-
tioned that symmetric cryptography operations implemented on
hardware are only used for intrusion prevention and they may
have negligible influence on the original performance. In addi-
tion, the continuous check of the intrusion detection rules using
the detection techniques must not influence the real-time perfor-
mance as well. For showing this, we additionally conduct an ex-
periment to evaluate the amount of time required on real motes
in Section IV-B3.

As for the bandwidth usage, there is no additional packet
transmission required for our scheme unless any intrusion is
detected. Note that if any intrusion is detected, the manage-
ment of discovered intrusion must have the highest priority. The
influence on the performance resulting from this task is less
important.

Through two kinds of experiments, our hierarchical intrusion
detection protocol enables industrial applications to employ sev-
eral or all detection techniques against different types of attacks
according to their security and performance requirements.

1) Intrusion Detection Techniques Against Well-Known
Attacks: We conduct experiments on various attacks, such as
eavesdropping, routing attacks [16] and DoS attacks [36], as
well as the corresponding detection techniques extracted from
IDSs of WSNs. These attacks and detection techniques are the
followings.

• Packet jamming attack (DoS attack): This attack interferes
with the radio frequencies through sending a lot of packets
repeatedly. We consider two types of attackers; one mote
attacker (PA1) and several mote attackers (PA2).
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— Detection using the packet arrival rate (PD1) [23].
— Detection using the predetermined packet arrival

threshold (PD2) [31].
• Impersonation attack [23]: This attack disrupts the net-

work through impersonating one of the legitimate node by
spoofing the ID. We consider two types of attackers; the
first attacker impersonates one of neighbors by spoofing
its ID (IA1) and the second attacker impersonates one of
nodes removed from the network or nonexisting node using
random ID (IA2).
— Detection using the so-called “Radio transmission

range” rule (ID1) [28].
— Detection using the point that a node can easily detect

the suspicious node that uses the destroyed nodes (ID2)
[23].

• Hello flooding attack (routing attack): In this attack, an
attacker tricks a lot of nodes by flooding hello messages
with a high-powered transmitter into believing the nodes
are neighbors of the attacker.
— Detection using an alarm about new node addition

(HD1) [26].
• Spoofed/altered packet attack: This attack spoofs or alters

a packet in order to make industrial applications or devices
malfunction.
— Detection using the so-called “Integrity rule.” (AD1)

[28]
— Detection using an anomaly detection table (ADT)

which contains the list of neighbors that may forward
some particular information to that node (AD2) [2].

— Detection using the point that all data follow certain pat-
terns and limits (AD3) [26].

• Selective forwarding attack/Packet dropping attack
(routing attack): This attack occurs when a compro-
mised node forwards certain packets selectively and drop
others simply.
— Detection using the so-called “Interval rule” (SD1) [28].
— Detection using a predefined specification for the selec-

tive forwarding attack (SD2) [15].
— Detection by checking packet dropping (SD3) [31].

2) Results of Detection Technique Test: Table III shows the
results of detection technique test. In this test, there was no false
alarm and the missed detection rate for each attack is all but the
detection rate. The missed detection of the altered packet attack
and selective forwarding attack includes a case that nodes lo-
cated outside of the attacker’s transmission range cannot detect
those attacks at all. Through the results of experiments, we se-
lect better detection techniques and disclose several unknown
features of the previous detection techniques related to specific
attacks in the following.

• Packet jamming attack: Table III shows that PD1 is suit-
able for PA1, while PD2 is suitable for PA2. PD1 or PD2
can be selected according to applications. In particular,
PD1 is more suitable for industrial applications in which
the packet arrival rate is needed to compute in real-time.
Through the experiments, we find out that this attack can
actually drop packets as an RF jamming attack does rather
than flooding an enormous number of packets onto nodes
nearby. It should imply that a detection technique against

TABLE III
AVERAGE DETECTION RATE ACCORDING TO ATTACKS USING

INTRUSION DETECTION TECHNIQUES

this attack has to detect an abrupt decrease of receiving
rate as well as an increase of it sensitively. However, the
previous techniques only consider such as increase beyond
the average packet arrival rate or predetermined threshold.
Especially, it is important for WISNs to detect a packet
jamming attack as RF noise since abundant RF noise is
a critical concern in industrial environments [19]. Thus,
we allow each node to detect the packet jamming attack
when the average packet arrival rate decreases as well as in-
creases remarkably. With this detection technique, we ob-
tain detection rate of 80.4%, 86.4%, 72.7%, 84.0% for PD1
and PD2 against PA1 and for PD1 and PD2 against PA2,
respectively.

• Impersonation attack: ID1 is more suitable for detecting
both IA1 and IA2. In result, it is possible to use only the
neighbor list for detecting IA1 and IA2 of the outside at-
tacker. However, it is difficult for ID1 to detect an insider
attacker which impersonates a legitimate node. To solving
this problem, we allow each node to check whether neigh-
bors impersonate as own ID by monitoring all traffic within
own communication range.

• Hello flooding attack: In HD1, each node sounds an alarm
about a new node addition and checks whether the new
node is actually added through a query to the BS. Although
HD1 has the high detection rate as 94.9%, there may be
high communication overheads with respect to transmit-
ting queries and replies. Communication overheads will
grow when the adversary tries to launch the hello flooding
attack to the wide area with the stronger signal. To solve
this problem, we allow the BS to forewarn the network
of new node addition by authenticated broadcast mecha-
nisms (i.e., ). If a GW and CH receive a hello
message, they can decide to accept or reject the hello mes-
sage through the BS’s broadcast message.

• Spoofed/altered packet attack: AD2 and AD3 have the
same detection rate, but AD2 has an additional overhead
for keeping ADT. In general, a CH and GW can ignore the
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sensed data which is completely different data from others
since they have the task of data aggregation and processing
in the clustered network. However, it is difficult to know
exactly who the intruder is among MNs if they are far
from each other. In this case, the help of MNs is needed.
For detecting this attack, each node can save the packets
of neighbors temporarily and check whether neighbors
transmit the same data, like as AD1. Altered or false data
from WISNs can cause damage to industrial applications
or even have a dangerous effect on industrial environments
[19]. Thus, both AD3 and AD1 should be used to detect
this kind of attacks. As the above mentioned, AD3 may
be performed naturally in the clustered network. Although
AD1 has a lower detection rate than AD2 and AD3, it is
plausible that we employ AD1 for detecting this attack
since it can be used with SD3 with regard to a similarity
between their techniques. In AD 1 and SD3, each node
stores the packets of neighbors to detect an altered packet
attack and selective forwarding attack.

• Selective forwarding attack (packet dropping attack): SD1
and SD2 have very low detection rate since only MNs
which monitor both receiving and sending messages of the
attacker can detect this attack. SD3 is more suitable for de-
tecting this attack due to the higher detection rate. In indus-
trial environments, WISNs should be more robust to this
kind of attacks than WSNs with regard to reliability and
real-time communication as the typical requirements [14]
for WISNs. Thus, SD3 can be useful for detecting this at-
tack. As the mentioned above, SD3 can be used with AD1
since each node saves the packets of neighbors for a while
to check whether neighbors actually transmit or drop them.

• Eavesdropping, bogus routing information attack and sink-
hole attack: Detection techniques of these attacks are not
known. Especially, since eavesdropping is utilized as the
watchdog technique for intrusion detection, it is impos-
sible to detect this attack. In industrial applications, there
is information that should not be disclosed to attackers, in-
cluding proprietary algorithms or data [14]. Our intrusion
prevention protocol in Section III-C2 can be useful to pro-
tect those data from eavesdroppers. A bogus routing in-
formation attack and sinkhole attack are originated from
updating routing, so they may be prevented by node au-
thentication in Section III-C2.

Through these experiments, we obtain better detection tech-
niques against possible attacks on WISNs.

3) Results of Real-Time Performance Test: We conduct ex-
periments additionally on two detection techniques (AD3 and
ID1) using Telos motes with respect to the execution time. In
this test, we evaluate time to check the intrusion detection rules
with AD3 and ID1 continuously. Over 100 times tests per each
technique, it takes each node the average 20.1 and 27.5 s to
check AD3 and ID1 per one packet, respectively. This indi-
cates that checking the detection rules may not have much ef-
fect on real-time tasks of industrial applications. Based on the
above results, our hierarchical intrusion detection protocol en-
ables industrial applications to employ several or all detection
techniques against different types of attacks considering their
security and performance requirements.

Fig. 7. Network configurations for one-hop versus multihop test.

Fig. 8. The average detection rate of a packet spoofing attack according to hop
counts in the one-hop versus multihop test, where � � � � ���.

C. One-Hop Versus Multihop Test

We conduct experiments on the detection rate according to
the distance of a malicious node from a cluster head. The goal
of this experiment is to show that one-hop clustering is essen-
tial for intrusion detection, so that a cluster head detects ma-
licious nodes as intruders within its cluster using direct moni-
toring. In this test, we consider two cases of a four-hop cluster in
the example in Section II-B2; the general case regardless of the
specific detection technique and attack and the specific case re-
garding of a specific detection technique (i.e., a spoofed packet
attack) to sensor nodes including the cluster head against the
corresponding attack. In the general case, the detection rate of
the cluster head is evaluated by the arrival rate of packets sent
periodically from member nodes. Namely, the detection rate of
the general case shows how the reliability of member nodes in-
fluences the normal transmission rate according to the distance
of nodes from a cluster head. In the specific case, the detec-
tion rate is regarded as the real results of detecting one mali-
cious node which launches the spoofed packet attack. For this
test, we intentionally deploy nodes including a cluster head and
malicious node instead of using a clustering algorithm and we
change one malicious node’s location as following the arrow in
Fig. 7. We use one Telos mote for the cluster head, 16 MICAz
motes for member nodes including intermediates and one laptop
PC for saving the detection results from the cluster head. We de-
ploy 1 cluster head in the center of the four-hop cluster and four
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member nodes are deployed at every distance one-hop, two-hop,
three-hop and four-hop from the cluster head. We assume that

and of the example are 0.1, respectively, so that we make a
member node to drop 10% packets randomly and put into the
sleep state periodically.

Fig. 8 shows the detection rate for two cases according to the
distance between the cluster head and malicious node. In this
test with real motes, the additional packet loss from packet col-
lision causes the gap between the average detection probabilities
in the case of in Fig. 2 and the detection rate in the
general case in Fig. 8. Like the graphs in Fig. 2, the graphs of
detection rate for both cases fall linearly according to increasing
the distance between the malicious node and cluster head.

Thus, one-hop clustering is necessary for intrusion detection
in the hierarchical networks including WISNs since the relia-
bility of nodes, especially intermediates, has influence on intru-
sion detection. Since the proposed intrusion detection protocol
uses one-hop clustering for intrusion detection, the cluster head
can detect intrusions directly with regardless of the reliability of
nodes such as their sleep rate and error rate.

V. CONCLUSION

We first study intrusion detection for WISNs through var-
ious experiments on the previous IDSs devised for WSNs, with
real motes. We classify better methodologies against various
kinds of attacks and yield several novel results on the previous
methodologies. We stress on the significance of one-hop clus-
tering for intrusion detection. We propose a hierarchical frame-
work in the way of considering both intrusion detection and data
processing and construct hierarchical intrusion prevention and
detection protocols in the framework.

We believe that our hierarchical framework is useful for se-
curing industrial applications with regard to two lines of de-
fense. We also believe that our framework makes it easy to apply
new detection techniques against further attacks to the intrusion
detection protocol.

In the future study, we expect that the proposed framework
will be investigated for heterogeneous WISNs. Furthermore, we
expect that we propose a new suitable clustering algorithm for
our framework.
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