
798 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 41, NO. 4, JULY 2011

Ontology Extraction for Knowledge Reuse:
The e-Learning Perspective

Matteo Gaeta, Member, IEEE, Francesco Orciuoli, Stefano Paolozzi, and Saverio Salerno

Abstract—Ontologies have been frequently employed in order
to solve problems derived from the management of shared dis-
tributed knowledge and the efficient integration of information
across different applications. However, the process of ontology
building is still a lengthy and error-prone task. Therefore, a num-
ber of research studies to (semi-)automatically build ontologies
from existing documents have been developed. In this paper, we
present our approach to extract relevant ontology concepts and
their relationships from a knowledge base of heterogeneous text
documents. We also show the architecture of the implemented
system and discuss the experiments in a real-world context.

Index Terms—E-learning, knowledge acquisition, ontology ex-
traction, ontology learning.

I. INTRODUCTION

THE INFORMATION and communication technology
community widely acknowledges the importance and use-

fulness of domain ontologies, particularly in relation to Se-
mantic Web applications [4]. However, the promises of the
Semantic Web are still far from being fully implemented. In
this scenario, a critical issue is ontology building that includes
identifying, defining, and entering concept definitions and their
relationships. Indeed, in large complex application domains,
this task can be lengthy, costly, and controversial, particularly
because people can have different points of view about the
same concept. Therefore, finding (semi-)automatic algorithms
to extract ontology concepts from existing knowledge bases
represents an important activity. However, most approaches
have “only” considered one step in the overall ontology en-
gineering process, for example, the acquisition of concepts,
the establishment of a concept taxonomy, or the discovering
of conceptual relationships, whereas one must consider the
overall process when building real-world applications. For this
purpose, efforts have been made to facilitate the ontology
engineering process, particularly the acquisition of ontologies
from domain texts.

In this paper, we describe our approach for ontology ex-
traction from an existing knowledge base of heterogeneous
documents. We also show an implementation of the proposed
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approach in the context of e-learning and present the experi-
mental evaluation.

A. Background and Related Works

In the literature, the area of studies addressed by this paper
is called ontology extraction or ontology learning. These terms
mean the process of extracting ontological representations start-
ing from extensive amount of unstructured text. Compared
to the more general information extraction, ontology learning
focuses on concepts and relationships between concepts.

Two main approaches have been developed to aid ontology
learning. The first one facilitates manual ontology engineer-
ing by providing natural language processing tools, including
editors, consistency checkers, mediators to support shared de-
cisions, and ontology import tools. The second approach is
based on machine learning and automated language processing
techniques to extract concepts and ontological relations from
structured and unstructured data such as databases and texts.
Few systems exploit both approaches. The first approach is
predominant in most developed tools such as KAON [36],
Protégé [1], Chimaera [22], and many others, but some systems
also implement machine learning techniques.

In recent years, there has been an increasing awareness of
the potential value of ontologies accompanied by a growing
realization of the effort required to manually develop them. As
a consequence, there are a lot of research studies which focus
on the development of techniques through which ontological
knowledge might be extracted from existing sources.

A number of systems have been proposed for ontology ex-
traction from text. We describe some of them in the following.

ASIUM [12] extracts verb frames and taxonomic knowledge,
based on statistical analysis of syntactic parsing of texts.

Text-To-Onto [18] combines machine learning approaches
with basic linguistic processing such as tokenization or lemma-
tization and shallow parsing. It is based on the General Ar-
chitecture for Text Engineering (GATE) framework [8]. The
Text-To-Onto system defines a common framework into
which extraction and maintenance mechanisms may be easily
managed.

OntoLearn [25], [35] is partially supported by the INTEROP
Network of Excellence. The main task performed by OntoLearn
is semantic disambiguation. Semantic disambiguation is per-
formed using a method called structural semantic interconnec-
tion, an approach to pattern recognition, that uses graphs to
describe the objects to analyze (word senses) and a context-free
grammar to detect common semantic patterns between graphs.

OntoLT [29] extracts ontology concepts by term extraction
through statistical methods and definition of linguistic patterns
as well as convenient mappings to ontological structures.
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DODDLE II [40] learns taxonomic and nontaxonomic rela-
tions using co-occurrence analysis, exploiting a machine read-
able dictionary and a domain-specific text.

Most of these systems depend on shallow text parsing and
machine learning algorithms to find potentially interesting con-
cepts and relations between them. The OntoLT approach is most
similar to the ASIUM system but relies even more on linguis-
tic/semantic knowledge through its use of built-in patterns that
map possibly complex linguistic (morphological analysis and
grammatical functions) and semantic (lexical semantic classes
and predicate–argument structures) structures directly to con-
cepts and relations. A machine learning approach can easily be
build on top of this but is not strictly necessary. Additionally,
like the Text-To-Onto system, OntoLT provides a complete
integration of ontology extraction from text into an ontology
development environment but selects for this purpose (unlike
Text-To-Onto) the widely used Protégé tool, which allows for
efficient handling and exchange of extracted ontologies (e.g., in
RDF/S format).

B. Contribution

The main contributions of this paper can be summarized as
follows:

1) the definition of a complete methodology for auto-
matic knowledge extraction, in the form of ontologi-
cal concepts, from a knowledge base of heterogeneous
documents;

2) the implementation of the proposed methodology in an
integrated system with e-learning purposes;

3) the evaluation and the validation of the implemented
system in terms of precision and recall measures.

The rest of this paper is structured as follows. Section II
presents our approach for ontology extraction. In Section III,
we describe the architecture of the systems that implements
the proposed approach. Section IV discusses the case study in
which we have tested our approach. In Section V, we report the
experiments and their evaluation. Finally, Section VI concludes.

II. APPROACH FOR ONTOLOGY EXTRACTION

Our approach is based on the idea of domain ontology. A
domain ontology tries to reduce or eliminate conceptual and
terminological confusion among the members of a particular
community who need to share different kinds of documents
and information. It is realized by identifying and properly
defining a set of relevant concepts that characterize a given
application domain (e.g., medical applications, travel, etc.). An
ontology specifies a shared understanding of a domain; in other
words, it contains a set of generic concepts, together with their
definitions and relationships.

Before explaining the single steps of the approach, we must
introduce some assumptions on the analyzable documents.
They can be summarized as follows.

1) Each document has been assumed to have a partially de-
fined structure. It will be so possible to make assumptions
about how to initially model the ontology, simplifying the
process of report production.

2) It is also possible to consider nonstructured documents,
but they must be preprocessed to make them at least
semistructured.

3) Our experimentation has been made considering the PDF,
TXT, PPT, and DOC formats, but the approach is ex-
tendible to other document formats.

The whole process consists of the following steps.

1) Preprocessing: A preliminary work on the available doc-
uments is carried out.

2) First ontology creation: A first version of the ontology
is created.

3) Concept and relationship creation: The creation of the
whole ontology extracting the concepts and their relations
from the text documents is carried out.

4) Harmonization: The extracted ontology is “harmonized”
through the analysis of other domain ontologies and con-
cept description from other systems (such as Wikipedia1).

5) Refinement and validation: The resulting ontology is
refined and validated.

A. Preprocessing

In this phase, the documents are prepared for the extrac-
tion. We can distinguish several subphases, described in the
following.

1) Format conversion: The documents are converted from
the original format to a more suitable one (i.e., an XML
version of the document with additional annotations).

2) Stemming: It is the process of reducing a term of the
analyzed document to its stem or root form (e.g., writing
→ write). However, the stem does not need to be iden-
tical to the morphological root of the term; it is usually
sufficient that related words map to the same stem, even
if this stem is not a valid root. We use the combination of
different algorithms to perform this step (e.g., stochastic,
lemmatization, i.e., the expansions to synonyms [11],
[31], and suffix stripping algorithms [32]).

3) Part-of-speech tagging (POST): It represents the process
of marking the terms in the document (including terms
composed of several words) in a text as corresponding to
a particular part of speech (i.e., names, verbs, adjectives,
adverbs, etc.). The POST algorithms that we use rely on
the dictionaries and on the context in which the term has
been found (i.e., adjacent terms, terms of the sentence or
paragraph, etc.).

4) Stopword list: In this phase, we remove from the content
of the documents all those terms that do not bring use-
ful information for the characterization of the particular
domain of interest (such as articles, conjunctions, and
verbs).

5) Synonymous identification: The problem of synonymy
(different terms may express the same concept) may have
particular importance, considering the fact that, in some
cases, it is possible to have variations of words in different
languages. In our approach, we use the WordNet lexical

1http://www.wikipedia.org
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database for the acquisition of the synonyms of a term:
The acquired terms are associated to the first term and are
taken into account during the text processing.

WordNet [13], [37] is a large lexical database (basically
in English) developed under the direction of George A.
Miller. Nouns, verbs, adjectives, and adverbs are grouped
into sets of cognitive synonyms (called synsets), with
each expressing a distinct concept. Synsets are interlinked
by means of conceptual semantic and lexical relations.
This operation has to be performed if we want to update
or expand an existing ontology (we will give a more
detailed explanation in the next section).

An important aspect that must be stressed is the neces-
sity of identifying the appropriate sense of a term within
a particular context. Indeed, natural languages allow sev-
eral ambiguities of interpretation and for different parts
of speech, i.e., a single term can express more than one
concept (polysemy).

Therefore, the ambiguity of the terms is another po-
tential source of mistakes in the process of concept ex-
traction. To resolve the semantic ambiguity of the terms
(word sense disambiguation [17], [30]), in our case, is to
automatically determine the most appropriate meaning of
a word relying on the context in which it resides.

6) Terminology extraction: All the aforementioned sub-
phases are performed to extract the relevant terminology
related to a particular domain. We refer to terminology as
the set of words or word strings which convey a single
possibly complex shared meaning within a community.
Because of their low ambiguity and high specificity,
these words are also particularly useful to conceptualize
a knowledge domain.

7) User intervention: Considering the fact that the approach
can be performed automatically by the implemented sys-
tem, the human intervention can be useful to improve the
preprocessing step. This can be particularly important for
the managing of term deletion through the stopword lists.

B. Ontology Creation

In this step, a simple draft version of the ontology is created.
From the syntactic point of view, we assume that the elements
of interest for the user are constructed on the grounds of some
primitive terms. According to this assumption, an ontology
consists of primitive classes and compound classes. The primi-
tive classes are the simplest concepts that cannot be assembled
from other classes; however, they may be inherited by derived
concepts or their children (e.g., subterms). Therefore, in this
step, the main task is to create the simple and the compound
concepts.

In our approach, we consider the following two types of
action in ontology construction.

1) Ex-novo creation: The ontology does not exist and must
be constructed through the extraction of the concepts
from the analyzed documents.

2) Update/insertion: We have already an ontology, and the
information extraction process is used to augment the
existing ontology.

For each extracted term in the previous step, a concept in the
ontology will be created. The concept extraction, in this step,
takes into account co-occurrences (and linguistic dependences)
of terms in the text.

In the case of update/insertion, we have to perform a re-
finement of an existing ontology through the addition of new
concepts from the analyzed documents. An ontology is incre-
mentally updated as new concepts are acquired from the text.
Thus, the existing ontology is extended with new concepts and
new relations.

C. Concept and Relationship Creation

We have implemented several statistical and data mining
algorithms in order to identify the concepts and their rela-
tionship in the resulting ontology. We consider, for example,
an algorithm that retrieves term frequencies from the text
(described in detail in [21]). The output of this algorithm can
be used for the creation of concepts in the ontology. To derive
the concept hierarchy, we adopted a hierarchical clustering
algorithm (see [21] for the complete explanation) that accesses
background knowledge from existing ontological entities to
label the extracted hierarchy. Moreover, we implemented also
an algorithm that is based on frequent couplings of concepts by
identifying linguistically related pairs of words in order to ac-
quire conceptual relations (see [20] for the complete description
of the algorithm).

D. Harmonization

This is an optional step that is needed when the user wants to
“harmonize” the extracted ontology with the available knowl-
edge bases.

With the term ontology harmonization, we want to refer to
the ability of harmonizing two or more ontologies in a unique
ontology in order to improve the available knowledge base.
It is strictly related to two main issues: ontology matching
for the recognition of correspondences between ontologies and
ontology merging for the actual fusion of those ontologies.

Ontology matching finds correspondences between semanti-
cally related entities of different ontologies. These correspon-
dences may stand for equivalence as well as other relations,
such as consequence, subsumption, or disjointness between
ontology entities [10]. Many different matching solutions have
been proposed, but there are no real solutions that can be
effectively used in real-world applications.

Ontology merging refers to the process of creating a new
ontology from two or more ontologies. In this case, the new
ontology will unify and replace the original ontologies. This
definition does not explain how the merged ontology relates to
the original ontologies, because not all the approaches merge
ontologies in the same way. The most prominent approaches
are the union and the intersection approaches. In the union
approach, the merged ontology is the union of all entities in
both source ontologies, where differences in the representation
of similar concepts have been resolved. In the intersection
approach, the merged ontology consists only of the parts of the
source ontology which overlap [23].
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Fig. 1. Architecture of the system.

E. Refinement and Validation

The refinement phase deals with the tuning of the target
ontology and the support of its evolving nature. Adapting and
refining the ontology with respect to user requirements play a
major role for the development of the particular application and
its further development.

An important task in this phase is the pruning of irrelevant
concepts from the extracted ontologies. Following other ap-
proaches, we adopt a pruning strategy which advocates that
frequent terms in a text corpus denote domain concepts, while
less frequent ones lead to concepts that can be safely eliminated
from the ontology [19].

We set an average frequency of the extracted terms as a
threshold value and prune all concepts that have a frequency
lower than this value.

III. ARCHITECTURE OF THE SYSTEM

Fig. 1 shows the main elements of the architecture of the
proposed system.

As we can see in the aforementioned figure, the system com-
putation is realized through the application (in pipeline) of eight
main software modules implemented in Java. Each module
exploits results coming from the execution of the previously
applied module and possibly from user decisions. Therefore,
we can define the system input as a set of documents, possibly
organized in a hierarchy of folders within a file system. The
system output is composed of the following two main results:
1) the domain ontology representing the knowledge underlying
the document set and 2) the semantic associations between
document sections and concepts into the extracted domain
ontology. The proposed system does not offer a completely
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automatic elaboration but needs human mediation in some
execution points.

Before analyzing the details of each module, it is important
to give evidence of how the different modules work together. In
order to build a flexible, scalable, and easily extensible system,
we have adopted GATE [16], [34], [39] as base framework.
GATE is a Java software toolkit developed at The University
of Sheffield. Nowadays, GATE is used by a wide community of
scientists, companies, teachers, and students for several natural
language processing tasks, including information extraction in
many languages. GATE specifies an architecture for language
processing software and provides a framework (by means of
a software development kit) that implements the architecture.
It can be used to embed language processing capabilities in
several applications and provides a development environment,
built on top of the framework, for developing many types of
components. The architecture exploits component-based soft-
ware development, object orientation, and mobile code. The
framework and the development environment are written in
Java and are available as open-source software.2 All modules
composing our system are realized as a GATE component and
are invoked by a specific workflow defined by means of the text
engineering framework.

The Importing Module has two main goals. The first one is
the harvesting of information about how different documents
(composing the system input) are related to each other by a
folder structure within the file system. If two documents are
related by means of a hierarchy structure, it is reasonable to
think that the concepts embedded in these documents are also
related. These pieces of information are caught and forwarded
along the pipeline in order to be exploited by the Semantic
Interpretation Module. The hierarchical information structures
are extracted using a Java base class library. The second goal
of this module is represented by the extraction of text and in-
formation structure (e.g., titles, sections, indexes, and so forth)
from the input documents. Having an abstract representation of
documents in this phase can simplify the design of the other
architecture components that do not care about the formats of
the original documents. This part of the whole architecture is
shown in Fig. 2.

Each document format (e.g., PPT, PDF, DOC, etc.) that
we want to use is managed by a specific component (e.g.,
PPT extractor, PDF extractor, DOC extractor, etc.) in order to
extract text and information structure and use them to build the
abstract representation of the original document. The system
is extensible because we provide a set of Java interfaces and
abstract classes that can be implemented and extended in order
to construct new extractors for any kind of document format.
Clearly, the model of abstract document representation is fixed
by the system, and the extractor can use preexisting Java classes
in order to build these representations. The implementation of
extractors can be supported (this is the case of the already
implemented sample extractors) by the use of Jakarta POI3 or

2GATE is available at http://www.gate.ac.uk/
3Jakarta POI—Java API To Access Microsoft Format Files,

http://jakarta.apache.org/poi/

Fig. 2. Transformation of documents in abstract representations.

Open Office API4 that are open-source class libraries used to
manage specific file formats like Microsoft formats.

In Fig. 3, we show the abstract representation skeleton pro-
vided in XML.

In particular, part (a) in Fig. 3 reports that a document is
divided into several parts managed by the 〈resourcePart〉
tag. Part (b) in Fig. 3 indicates how it is possible to represent
a single document part. In particular, each document part is
composed of a title (represented by the 〈title〉 tag) and a body
(represented by the 〈body〉 tag). Furthermore, both title and
body can be decomposed into more granular pieces through the
use of the 〈textRun〉 tag. Each piece of information (textRun)
is represented by a raw text (〈rawContent〉 tag) and style
(〈style〉 tag). The style attributes (alignment, bold, italic,
bullet, indentLevel, and underline) are very important
in order to infer relevant information structure. The way that a
document is divided into parts and the way that a part is divided
into more granular pieces are decided by the internal logic of
each specific extractor.

For instance, suppose that we have the PPT document in
Fig. 4.

A specific PPT extractor could choose to represent each slide
as a single part and produce, for each slide, the results shown in
Figs. 5 and 6.

The Term Extractor Module performs the task of selection of
a set of relevant terms from the document abstract representa-
tion obtained by the Importing Module.

This approach is particularly useful in order to avoid losing
of document information structure.

The first operation performed by the Term Extractor consists
in filtering the set of terms to be analyzed in order to extract
the relevant ones. The filtering operation is executed by the
use of a stopword list that is useful to eliminate particle words
of grammar (e.g., the, of, and, etc.). Obviously, particle words

4Open Office API, http://api.openoffice.org/
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Fig. 3. Abstract representation skeleton.

Fig. 4. Sample PPT document.

cannot be considered as relevant terms in a specific domain, so
we can eliminate them. The second operation executed by the
Term Extractor consists in stemming the terms in the filtered
set in order to reduce inflected words to their stem, base, or
root form. The stemming operation simplifies the relevant term
extraction given that it enables to consider terms like “reaction,”
“reactions,” “reactive,” “reactivity,” and “reactant” as the same
term. In order to perform filtering and stemming, we use the
Snowball open-source (BSD License) tool.5 Snowball provides
stemmers for several languages (e.g., English, German, Italian,
etc.) and is extensible (adding new stemming rules). The main

5Snowball is available at http://snowball.tartarus.org/

operation of the Term Extractor is the selection of relevant
terms from the filtered set of stemmed terms. We developed,
from scratch, the component that is able to perform the selec-
tion operation. The aforementioned component is based on the
algorithms proposed in [24] and [33] able to calculate a score
for a term relevance in a specific domain. Only the terms with
a score over a given threshold are considered relevant.

The Preprocessing and Semantic Interpretation Modules
identify and execute the right approach to the ontology ex-
traction, respectively. The Preprocessing Module analyzes the
abstract document representation provided by the previous
steps and searches for document parts that are indexes (possibly
identified by its title or by the presence of a bullet list) for the
document topics. If information structures, like indexes, exist in
the document, then the module selects the top-down approach;
otherwise, the bottom-up approach is selected.

Once the selection task of the Preprocessing Module is
finished, the Semantic Interpreter starts executing the right
approach. In the case of the top-down approach, the Semantic
Interpreter builds a first draft of the ontology using only the
HasPart (HP) relation and reproducing the hierarchy structure
coming from the index information analysis. In this case, each
item in the index becomes a concept within the ontology, and
the parent–child relation between items in the index becomes
an HP relation in the ontology. A concept is described by one
or more relevant terms extracted by the title of the document
part using a technique that is similar to that used by the Term
Extractor Module. In the case of the bottom-up approach, a first
draft version of the ontology is constructed with an iterative
process. In the first iteration, a concept within the ontology is
defined for each document part. In the second iteration, the
Semantic Interpreter tries to cluster couples of concepts in
order to construct a new concept and establishes HP relations
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Fig. 5. XML representation of the first slide.

Fig. 6. XML representation of the second slide.

between the new concept (parent) and the couple of existing
concepts (children). The clustering operation is based on the
possibility (captured by analyzing the text through the appli-
cation of some specific patterns) that two concepts represent
different aspects of the same topic. Once the draft ontology
is available, the Semantic Interpretation Module uses WordNet
in order to identify (within the draft ontology) concepts repre-

sented by different terms, but semantically equivalent to each
other, and collapse them. Another useful information that we
can obtain using WordNet is the semantic correlation between
concepts. Unfortunately, this information can only be suggested
to the user who decides to translate it or not into IsRequiredBy
(IRB) or SuggestedOrder (SO) relations. At the end of this step,
a preliminary ontology is available for the next phases.
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The Ontology Harmonization Module is responsible for
searching the repository in order to find an ontology (stored in
the repository) that covers the same domain, or part of it, of the
preliminary ontology previously extracted. Once the searching
provides a good result, the preliminary extracted ontology can
be harmonized with the existing ontology in order to improve
the available knowledge base and to adjust the artifact produced
by the Semantic Interpretation Module. The Ontology Harmo-
nization Module is based on a merging algorithm consisting of
four steps. The first step simply consists of the selection (by the
user) of two source ontologies. The second step is represented
by the matching phase in which couples of concepts, belonging
to the two ontologies, with a high similarity level (both lexical
and semantical) are identified. A match is identified when two
terms represent the same concept in two different ontologies. As
mentioned earlier, the computation of similarity is transparent
to the user. The matching algorithm that we proposed is based
on the integration of different techniques that are suitable
for application to our ontology model without any predefined
document corpus. In particular, we use the following.

1) String-based technique. It is a similarity computation
applied to all possible pairs of concepts (C1, C2), with
C1 belonging to ontology source O1 and C2 belonging to
ontology source O2. Similarity metrics like q-gram and
Levenshtein distance [7] and typical operations of text
processing like stemming are applied in order to establish
a first set of matches between the two ontologies.

2) Graph analysis. Graph analysis techniques are applied
to the two ontologies, taking into account also the first set
of matches, in order to enrich the set using information
coming from the structures of the two ontologies.

3) Semantic analysis. Normalized Google distance [6]
and Wikipedia are used as linguistic resources in order
to refine the set of matches using semantic similarity
information.

In the third step, starting from the set of matches, the algo-
rithm generates a list of suggestions containing the operations
that can be applied to perform the ontology merging. In the
fourth (and final) step, the suggested operations are applied, and
moreover, the algorithm determines and resolves redundancies
(for relations and concepts) that could be generated. The On-
tology Harmonization Module is fully interactive because we
believe that a completely automatic process is very difficult
to obtain and it would not be very effective. Therefore, each
step of the merging algorithm can be validated by users that,
if needed, can manipulate step results following the ideas
proposed with PROMPT (see [26] and [27] for a complete
explanation).

The Fragmentation and Semantic Annotation Module is
responsible for the association of single document parts to
concepts within the harmonized ontology produced during the
previous steps. The module uses the relevant terms extracted by
the Term Extractor Module and tries to match these ones with
the concepts in the ontology. The matching operation is realized
with the same techniques used by the Ontology Harmonization
Module. At the end of the matching process, each document

part is associated with one or more concepts of the harmonized
ontology.

The Refinement Module is the last component of the pro-
posed architecture. The refinement process can be divided
into two phases. The first one is dedicated to the anomaly
detection. In this phase, the module automatically identifies
possible anomalies in the ontology structure (e.g., the over-
growth deepness of some concepts in the graph with respect
to the average depth) and document part associations (e.g.,
document parts associated to an overgrowth number of concepts
with respect to the average number and too many document
parts associated to the same concept with respect to the average
number). These anomalies can be automatically detected but
must be solved by the user exploiting a visual drag and drop
user interface provided by the module. In this phase, the user
could also do the following: 1) modify the ontology structure
and document part associations with concepts and 2) merge
more document parts in one part. The second and last phase of
the refinement operation is the transformation of ontology and
document parts from internal representations into interoperable
objects. The ontology is finally represented in OWL [9] that is
the most used language for ontology representation. Document
parts (abstract representations) are converted into Web contents
using convenient tools like Jakarta POI. The produced Web
contents are packaged and described with an IEEE Learning
Object Metadata schema [28], [38]. Some metadata attributes
are automatically filled. Users can fill by hand other attributes
using a graphical user interface.

IV. E-LEARNING CASE STUDY

In this section, we introduce our case study that is based
on an integrated semantic virtual learning environment to cre-
ate and manage personalized e-learning experiences through
ontologies.

Before describing the case study, it is necessary to introduce
the ontology structure in our system. The main goal of these
ontologies is to model the knowledge of disciplinary domains.

An e-learning ontology can be represented with a graph
in which nodes are relevant concepts within the educational
domain of interest and edges are binary relations between two
concepts. Our approach foresees different kinds of relations:
HP that is an inclusion relation, IRB that is an order relation,
SO that is a “weak” order relation, and HasResource (HR)
that relates concepts with learning objects. The restricted set
of relations is not a knowledge representation limit but is a
convenient method to improve the computational complexity
of algorithms that have to navigate the graph. Let us illustrate
how it is possible to model an e-learning ontology. We have to
model the educational domain D, so we try to conceptualize
the knowledge of D and to find a set of terms representing
relevant concepts in D. The result of this operation is the list
of terms T = C1, C2, C3, C4, where T is one of the plausible
conceptualizations of D (C, C1, C2, and C3 are ontology
concepts). In order to explain the semantics of HP relation, we
can refer to the ontology shown in Fig. 7.

In Fig. 7, there are three HP relations HasPart(C,C1),
HasPart(C,C2), and HasPart(C,C3). They mean, in terms
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Fig. 7. Simple HP relations for an e-learning ontology.

Fig. 8. IWT ontology with HP and IRB relations.

of e-learning, that, in order to learn concept C, learners have to
learn concepts C1, C2, and C3 without considering a specific
order. In Fig. 7, the reader can note the existence of elements
that are neither concepts nor relations. These new elements
are the learning objects LO1, LO2, and LO3. The connection
between a concept and a learning object, for instance, C1

and LO1, can be interpreted as an HR relation. The relation
HasResource(C1, LO1) means that the educational content
packaged in learning object LO1 explains concept C1. There-
fore, if the learning objective is C1, then the correspondent
assembled e-learning experience is composed only of [LO1];
otherwise, if the learning objective is C, then the assembled e-
learning experience will be composed of one of the plausible
permutations of [LO1, LO2, LO3].

Now, consider the ontology shown in Fig. 8.
This ontology presents two IRB relations, which are

IsRequiredBy(C1, C2) and IsRequiredBy(C2, C3). The
two relations mean that C1 has to be necessarily learned before
C2 and that C2 has to be necessarily learned before C3. In
this case, if C is the learning objective, learners have to learn
the ordered sequence of concepts [C1, C2, C3], and correspond-
ingly, they can join the e-learning experience assembled by
the ordered sequence of learning objects [LO1, LO2, LO3].
Alternative permutations like [C2, C1, C3] will be invalid.

The sequence of concepts that are useful to reach a pointed
learning objective is called a learning path; the operation used
to construct the concrete e-learning experience assembling a
learning object sequence is called resource binding.

We have outlined the foundations of our modeling ap-
proach; now, we want to refine the approach description.
First of all, we state that the same learning object can
explain more than one concept within the same ontology.
In general, the HR relation is represented by a function
HasResource(LO1; {C1, C2, . . . , Cn}), which means that
LO1 explains all concepts C1, C2, . . . , Cn. Otherwise, it is
possible to have more than one learning object explain-

ing the same concept. We can have, at the same time, the
relations HasResource(C1, LO1), HasResource(C1, LO2),
HasResource(C1, LO3), etc. Lastly, suppose that you have
a SO relation between concept C1 and concept C2 that is
SuggestedOrder(C1, C2); this relation states that the modeler
states that it is preferable to explain concept C1 before concept
C2, but this is not mandatory.

We investigate the problem of ontology extraction in the
context of real e-learning activities, building personalized and
contextualized learning experiences based on explicit knowl-
edge modeling and exploiting ontologies in order to represent
disciplinary domains.

The learning experience definition process is based on on-
tologies built in the process of knowledge extraction from
available text documents of a specific domain.

We have developed a complete e-learning system that, on
the basis of the extracted ontologies (representing the disci-
plinary domain of interest), can be used to define the sequence
of concepts needed (by a learner) to acquire a satisfactory
knowledge of learning objectives identified (by a teacher) as
target concepts of the given ontologies. Therefore, we took a
step forward with respect to the information transfer paradigm
commonly used in the e-learning practice.

A complete description of the overall e-learning system is
beyond the scope of this paper, but our approach proved the
importance of ontologies in e-learning systems. To prove the
benefits of ontologies, we have performed a small-scale exper-
imentation in the enterprise context. We involved a group of 28
voluntary learners belonging to 7 small and medium enterprises
dealing with vocational training on enterprise management.

All the voluntary learners were tested before and after a
training phase on the same topics. In all the tests, the learners’
skills in the chosen domain were quantified using three ability
ranges: low level (0–3 scores), medium level (4–7 scores), and
high level (8–10 scores). The group of learners was split into
two separate subgroups: The first subgroup was enabled to use
all features of our system, and the other subgroup can only
access to the traditional e-learning materials (i.e., without the
benefits of ontologies).

A complete review of these tests is reported in [5]. However,
in Fig. 9, we report a simple diagram that shows a comparison
of the learners’ skills after the experiment with and without
the use of our systems (more details can also be found in [2]
and [3]).

We have just introduced the structure of our e-learning on-
tologies that has been used in the ontology extraction subsystem
described here. The reader can find a more detailed dissertation
in [15].

V. EXPERIMENTAL EVALUATION

Considering our implantation, the overall evaluation of the
approach can be a challenging task. Indeed, there are no stan-
dard evaluation measures that are specifically suited for the
ontology extraction process. Due to the nature of ontology
extraction techniques that we implemented, the evaluation is
more difficult than, for example, the one in the information
retrieval community.
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Fig. 9. Experimentation results with our system.

To overcome these hindrances, we propose our evaluation
approach following the ideas sketched in [18] and [41]. In
practice, we compute the similarity between a manually built
reference ontology and an ontology that has been generated by
applying our ontology extraction technique. We assumed that
a high similarity between the manually built ontology (that is
created by an ontology engineer) and the resulting ontology of
our approach indicates a successful application of the ontology
extraction approach.

We use two straightforward evaluation measures derived
from the information retrieval community, namely, precision
and recall.

Precision can be seen as a measure of exactness or fidelity,
whereas recall is a measure of completeness. In information
retrieval, precision is defined as the number of relevant docu-
ments (rd) retrieved by a search divided by the total number of
documents retrieved (dr) by that search, and recall is defined as
the number of relevant documents retrieved by a search divided
by the total number of existing relevant documents (which
should have been retrieved). More formally, we have [14]

Precision =
|{rd} ∩ {dr}|

|{dr}| (1)

Recall =
|{rd} ∩ {dr}|

|{rd}| . (2)

For our purposes, we slightly modified these definitions
(following the ideas of Maedche and Staab [18]) in order to
evaluate the ontology extraction process. Our definitions of
precision and recall for the evaluation of ontology extraction
are the following:

PrecisionOEx =
|RefO ∩ResO|

|ResO|
(3)

RecallOEx =
|RefO ∩ResO|

|RefO|
. (4)

The set RefO represents the set of all elements given in the
manually built reference ontology. ResO is the set of elements
contained in the resulting ontology given by the ontology
extraction process.

For the experiments, we select seven different domains with
several documents each (among PDF, DOC, TXT, or PPT
documents) as reported in Table I. All extracted ontologies (that

TABLE I
DOMAINS USED TO CREATE THE TEST SETS

TABLE II
PRECISION AND RECALL MEASURES FOR ONTOLOGY EXTRACTION

Fig. 10. Precision and recall.

have the structure defined in Section IV) have been used to
define convenient learning path and learning objects for each
e-learning course related to those domains.

The results of precision and recall for the extraction of
ontology from the natural language text documents are reported
in Table II and Fig. 10. The results show average values of 81%
for precision and 52% for recall. As it is evident in Fig. 10,
the well-known tradeoff between precision and recall becomes
obvious.

Moreover, we consider another popular measure that com-
bines precision and recall; the weighted harmonic mean of
precision and recall is the F -measure that can be defined as
follows:

Fβ =
(1 + β2) · (Precision ·Recall)

β2 · Precision+Recall
(5)

where β is a real positive number. With the F -measure, a β
lower than one gives more importance to precision, while a β
higher than one gives more importance to recall. In our tests,
we used β = 0.5 to underline the importance of precision over
recall in our type of application domain. The results are reported
in Table III and Fig. 11.

Overall, the results are encouraging. The average result for
the F -measure is 73%.

As a result of these experiments, we believe that the proposed
algorithms are significant since they can achieve the best result.
Indeed, both Figs. 10 and 11 highlight rather good results, even
in comparison with the available data in literature, particularly
for high-precision results.
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TABLE III
F -MEASURES FOR ONTOLOGY EXTRACTION

Fig. 11. F -measure.

VI. CONCLUSION

Extracting knowledge from available text documents is one
further challenge to ontology engineering. In this paper, we
have described our approach to extract ontologies from a
knowledge base of heterogeneous text documents. In particular,
we used the proposed methodology in a more complex e-
learning context, in which the extracted ontologies are used
to define contextualized and personalized learning experiences.
Moreover, we implemented our approach in a system and also
verified that these techniques obtain interesting performance on
both precision and recall measures.

The work that we described has several novel features. First
of all, the ontology extraction process is general and is not
domain dependent. Second, the method has been applied and
validated with success in a “real” context of a large e-learning
community.

In the future, we will aim at the performance improvement
of our approach, investigating also more refined algorithms and
addressing other knowledge sources.
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